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Adapted from Jim Fan’s talk
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imZiKVLA T (2024.10) AV hi robot (2025.02) iRa 0.5 (2025.04)

7@ Vision-Language-Action User Prompt / Interjection
[ .7 subtask prediction
= e S,

Ao i o ’f 9‘ e iy D I '

PhYSical Intelligence (TC) Pre-trained VLM Action Expert —P 1 v —»

nnnnnnnnnnnnnnnnnnnnnnnn

rrrrrrrrrrrr

nnnnnnnnnnnnnnnnnnn

W EVEIEY

oo T - ] [ —
BB

iRMSDK

Q Google DeepMind

. . Gemini Roboti Gemini Robotics On-Device
Gemini Robotics-ER emini Robotics N )
Our vision-language-action
model optimized to run locally on

robotic devices.

Our most advanced vision-
language-action (VLA) model.

Our advanced embodied
reasoning model.

(2025.03) iRZligVLA

GROOT N1

<A NVIDIA

I 0:01/0:10

GROOT N1.5

Cosmos Predict Cosmos Transfer Cosmos Reason 9
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Hand-Eye Coordination

F&*u I:> Robotic Arm
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“ChatGPTRIZl" IEHOHERES

| 2024

RNFNIEAE
RERFREI
HMATFIIME
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covariant

Stanford

University
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—hA (S

| 20252
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Scaling Law -
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Loss vs Model and Dataset Size
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If the yellow robot gripper follows the yellow
trajectory, what will happen?

A. Robot puts the soda on the wooden steps.
B. Robot moves the soda in front of the wooden
steps.

C. Robot moves the soda to the very top of the
wooden steps.
D. Robot picks up the soda can and moves it up.

GPT-4ofEEB{ES PRI RE

eias (KEEAREE. HEEEF) PElnm™IEdksk

Given the objects in the image, if you are required to complete the task “Put the pot in the drawer”, what is your
detailed plan? Write your plan and explain it in detail, using the following format: Step1: xxx\n Step2: xxx\n ..\n

___________________________________________________________________________

Stepl: Move towards the pot on the counter. Move the robotic arm towards the pot that is placed on the
counter next to the sink. The arm should move in a straight line towards the pot.

Step2: Pick up the pot. Grasp the pot with the gripper of the robotic arm and lift it from the counter. Make sure to
hold the pot securely to avoid dropping it.

Step3: Move the pot towards the drawer. Move the pot towards the open drawer below the counter. The arm
should move in a smooth motion, keeping the pot close to the body for stability.

Step4: Place the pot in the drawer. Place the pot inside the drawer and adjust its position if necessary. Ensure that
the pot is fully inside the drawer and not touching the edges or the lid.

Step5: Close the drawer. This can be done by moving the arm away from the drawer and then pushing the drawer
closed manually or using a mechanism built into the robotic arm.

Step6: Move away from the drawer. Move the robotic arm away from the drawer to complete the task. The arm
should move back to its original position or to a designated safe area.

K iEwiEiEEE B, ZESERSSENKNRARE, SiFEH.
iMEY. WMEFRE, HAHES5R. HEFHEHITHERE

12
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Adapted from Jim Fan’s talk
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Long-horizon open-
world embodied tasks

Task: Gather wood from

the , craft a stone

sword on the , and

then use it to kill a pig

during the near
and

Plains
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Task: Gather wood from Day
the , craft a stone Forest
sword on the , and
then use it to kill a pig
during the near
and
Process

Os : pig H‘ .

Oz : stone sword }f

Og : stone ‘

O vomnadan niclan~ -

J:-Fiﬁ‘iﬁﬁ + 1T FE{ER -\ U

T oeullesee
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m MP5 (CVPR 2024): 5 (M)LLMs with different roles, communicating for different purposes

Obtain Env. Task: Kill a pig with a wooden sword during the daytime <Sub-Objective>%
Info. for Knowledge near the water with grass next to it.
Planning Memory - Planner: Can you tell me what important environmental information | need to know? _
“horolS = (o8 l Sub-Objectives
- —p -
Parser —> {ﬁ>é > > ‘ ->_)(->* } Patroller: | conduct Active Perception with with your current observation,
! ) r = there is no pig based on the scene. 4=
Obtain Env. l I P'9
Info. for :§B Performer Memory 1
Performer <Sub-Objective> (gl — => Planner: 1. Eqmp()() 2. Fmd(*) 3. Move(*) 4. Flght(*) Performer: Start executing “Equip”.
S R .4’ { :
P _ (\(\e‘
% T v e e\ Performer: Having completed a move in “Find” action, based on my current view,
y i 7 tell me if I should continue this action or if the next action is ready to execute.
> Patrolle'r "
N et } Patroller: | conduct Active Perception with with your current observation,
""" A . . . a . . .
A perf feens you must continue with the current action since there is no river near the pig.
. 7 (> Move) e,
Multi-round D™ R Sr; : : .
................ {j . ===» Performer: Continue executing “Find".
Equip .
. = «— L) — —_
S|r_1§|_le_-rc_>u_nd P ‘ Craft Performer: Having completed a move in “Find” action, based on my current view, tell
: : /:% Mine me if | should continue this action or if the next action is ready to execute.
4—}.) —_ J{/ Fight | Patroller: | conduct Active Perception with with your current observation
p Find you can execute the next action since all conditions are satisfied.
: : . i/ :

MP5: A multi-modal open-ended embodied system in minecraft via active perception, CVPR 2024 16
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m MP5 (CVPR 2024): 5 (M)LLMs with different roles, communicating for different purposes

Obtain Env. Task: Kill a pig with a wi n sword during the d

Info. for Knowledge near the water with grass n it.
Plannin Memo
< 4___f ‘B & l Sub-Objectives
~ Parser — {@>@ >, > P >)(>t“}
Obtain Env. l
Info. for :Q® Performer Memory

<Sub-Objective> *

Performer

MP5: A multi-modal open-ended embodied system in minecraft via active perception, CVPR 2024 17
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MP5: A Multi-modal Open-ended Embodied
System in Minecraft via Active Perception 0l "1'. - e HIEERIE F TR
H ] J '

CVPR 2024
- AETBREREhERMEE(ES
Yiran Qin' 2*, Enshen Zhou' 3%, Qichang Liu' 4, Zhenfei Yin' 5, ’ . .4
Lu Sheng3®, Ruimao Zhang?®, Yu Qiao’, Jing Shao!T .‘ o
ettt 4= —t T— 5Z
Shanghai Artificial Intelligence Laboratory; 2The Chinese University of Hong Kong, Shenzhen (CUHK-Shenzhen); - Ea;vﬁalm1jﬁw1 E ;1*,3
3Rei iversity: 4Tsi iversity: 5 versi .
Beihang University; “Tsinghua University; °The University of Sydney;
" Equal Contribution = Corresponding author t Project Leader

Task: Dig the sand under the water with a weoden
sheve| during the day time in a sunny day.
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m  RA-P (IROS 2025, NeurlPS 2024 OWA): composable generalizable agents in real world

m  Decompose complicated tasks into fine-grained primitive skills, generalizable to new physical skills

RAG (external knowledge)

Planner

(e.g., GPT-4)

<:I Visual Preceptor (e.g., SAM)
Motor Planner

assist

4

A A

7" High-level planning

4

Move

‘ Pick ’

Move

4

move to {pos} pick {obj} move to {pos} open gripper

Primitive-level

IL or RL-based Controller

Successful Execution
on OOD tasks

19

RH20T-P: A Primitive-Level Robotic Dataset Towards Composable Generalization Agents, IROS 2025
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m  RA-P (IROS 2025, NeurlPS 2024 OWA): composable generalizable agents in real world

m  Decompose complicated tasks into fine-grained primitive skills, generalizable to new physical skills

A video clip annotated as
State S; “push the drawer to the {pos}’ State S;,,

IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
'v,

aala . [

Current pos.
of robot arm

Given task P: Close the drawer, /. andq; ,——

1-» II; = [...] have been executed, ":) &
1

: what's next action?

I

: ! !

1

: . low-level
" Task Planner — | Motion Planner action seq. {a;,}
1

1

1

S ! T
1

1

Data Commu + Decision: close the gripper

"=~ Decisionm;,,:
push drawer to

== e.g., Primitive
Destination [ “push’” Controller ]

Plan Execute

A baseline of RA-P

20
RH20T-P: A Primitive-Level Robotic Dataset Towards Composable Generalization Agents, IROS 2025
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m  RA-P (IROS 2025, NeurlPS 2024 OWA): composable generalizable agents in real world

m  Decompose complicated tasks into fine-grained primitive skills, generalizable to new physical skills

m A comprehensive dataset: RH20T-P

. (a) Primitives (c) Spatial : -
Motion-based Gripper-based ; 4 g‘f Direction
Designs Information N
move open/close the gripper 7DoF control " g*
ﬂ % from teleoperation A
Destination

oS

AL

6DoF TCP  Gripper

20
“rimitive

o

Trajectory

R

60+ Comp“catEd TaSkS 1 Throw garbage =) | TaskPlanner |=)| Motion Planner
10+ Primitive Skills

38K+ AnnOtated CIIpS Primitive Low-level Controllers
16M+ Frames Rl ) [Pk ) [vow] [ own

Wipe Table
move to {pos} ¥ pick {trash} =% move to {pos} ¥ open gripper

move on top of pick the move to open the gripper
{grey clothes}  {grey cloths} the {pos} and reset

RH20T-P: A Primitive-Level Robotic Dataset Towards Composable Generalization Agents, IROS 2025
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More demos about the dataset and our RA-P? Please check the project page

RH20T-P: A Primitive-Level Robotic Dataset Towards

Composable Generalization Agents

Zeren Chen'?*, Zhelun Shi'2*, Xiaoya Lu!**, Lehan He!¢*,
Sucheng Qian!3, Hao-Shu Fang?, Zhenfei Yin!#, Wanli Ouyang!*,
Jing Shao', Yu Qiao?, Cewu Lu®, Lu Sheng?

1 Shanghai AT Laboratory, 2 School of Software, Beihang University, 3 Shanghai Jiao Tong University, 4 University of Sydney,
5 University of Electronic Science and Technology of China, 6 Nanjing University of Posts and Telecommunications

*Equal Contribution =Corresponding author *Project Leader

Arxiv | Code & Dataset (Coming Soon ...)

In a world filled with a multitude of complex and varied tasks, how can we empower
an agent to accomplish tasks it has never encountered during training? Recent
research endeavors to address this by employing a high-level planner to orchestrate
a novel task as the composition of trained primitive skills, which can be executed by
low-level controllers step by step. We formulate this method as Comy
eneralization Agents (C . Despite the promising future, the community is not
yet adequately prepared for CGAs, pamcularly due to the lack of primitive-level
datasets. In this paper, we propose a primitiv se-level real-world robotic dataset,

w \‘ &

N

Controller move

Spatial Perception

>

R stackblo.. =

Controller pick + Data Communication

>

R stackblo.. =

Controller pick + Data Communication

Scene Adaptation Object Diversity

R closedra.. 5 ¢ receive 0. =

Controller move Controller move

R closedra.., = : R receivea.. =

¥

»\t

> |
r \"S>
A\ A\l

Imitation-based Baseline (ACT)

A
Imitation-based Baseline (ACT)

RH20T-P: A Primitive-Level Robotic Dataset Towards Composable Generalization Agents, IROS 2025

R

Controller pick + Data Communication

R

.' lT.

Distractions

throwga.. =

\ ¢
T >
A

throwga.. =

>

-
w

>

Imitation-based Baseline (ACT)

22
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m MineDreamer (IROS 2025, NeurlPS 2024 OWAGHiTE)

7= Previous Studies *

’ Oy ;V o< Lin1 i 0t+1 o It2 t—|—2 =
\_ “"Chop a tree.” —>¢3 £ "“"Chop a tree.” —>€a £ "Chop a tree.” —>i3
m  SACERMECIEREY, —F ) SR ERENARKATRERPITHER, THESRITTHRIEITE, LA
tESRIBSE AT R TEHAIT
m  Chain-of-Imagination (A85%§) WLARCRSBITaINITRIIESIREEES

MineDreamer: Learning to Follow Instructions via Chain-of-Imagination for Simulated-World Control, IROS 2025 23
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1 - _. 1 I Visual
m Chain-of-imagination g, Vel Ey f, == Ey foo Ey o
Prompt G G
H H H 'H enerator p p B
m Imagination-conditional Senerste : P
= . Instruction a—— VPT VPT VPT
VPT in a sequential way sl oy
Text Instruction(y)
[=] -— = A —— | —] Chop a tree Q. a +T-1
- Tm{ﬁ*nﬂlﬁﬁiﬁs IEE;E CurrentOpbservation Goal Imagination ; >
A NPE—) A ~ =Ty
6‘ éﬂuﬁﬁﬁﬁﬁf‘ Imaginator Imaginator
-~ ~ Al YA Y kY —
R E IEER iR
‘ | o
Bl Current Observation y Finetune/Train Frozen
v
l_ Text Instruction (y): Chop a tree f* —> 1
[ Image Encoder ] [ Text Encoder ] Learnable Goal Tokens SAESon
3 Model
v v [GOALo] [GOAL,] [GOAL,] - [GOALy] —
y
y
Large Language Model (LLaMA)

Learnable
Dream Query Goal Imagination J

24
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Imagination Visual Results on Evaluation Set Compared to the Baseline

& The images below demonstrate the generative quality of goal imagination compared to the baseline.

"Go explore.”
. E - 1
. l “

MineDreamer: Learning to Follow Instructions via Chain-of-Imagination
for Simulated-World Control

Enshen Zhou!?*, Yiran Qin! ** Chop a tree, collect the log.

Zhenfei Yin'*, Yuzhou Huang?, Ruimao Zhang®*, Lu Sheng?=, Yu Qiac?, Jing Shao!t
*Shanghai Artificial Intelligence Laboratory; *Beihang University: *The Chinese University of Hong Kong, Shenzhen (CUHK-Shenzhen); “The University of Sydney

*Equal Contribution = Corresponding author *Project Leader

Arxiv | PDF | Code | Dataset

“Place a torch on the wall.”
All Code, Datasets, and Checkpoints are released! Come on and enjoy it!

Demo: Programmatic Evaluation Following Text Instructions

Current observation InstructPix2Pix MineDreamer Ground Truth

Demo: Command-Switching Evaluation for Long-Horizon Tasks Following Text Instructions

E3 In the videos below, we demonstrate the performance of MineDreamer in Programmatic Evaluation, controlled through single-step text instruction.

&7 In the videos below, we demonstrate the performance of MineDreamer in Command-Switching Evaluation, controlled through multi-step text instructions.

WHENE

@ MineDreamer: "Chop a tree to Craft wood... (4]

croft wooden planks v build a tower

AIEFANE: @ Youlube AIEFENE: @Youlube
L] _ RAIEFENE: EBYoulube AEFENE: @ Youlube
Go explore Collect seeds . X
Chop a tree -> Craft wooden planks Gather dirt -> Build a tower
Maximum game duration: 3000 steps (1 minute and 40 seconds, ) Maximum game duration: 3000 steps (1 minute and 40 seconds, )
Maximum game duration: 3000 steps (2.5 minutes, ) Maximum game duration: 3000 steps (2.5 minutes, )
Maximum Travel Distance(Blocks): 640.27 Maximum Inventory Count about Seeds: 36 o R o B
Switching time: at the 1500th step (1 minute and 15 seconds) Switching time: at the 2000th step (1 minute and 40 seconds)

MineDreamer: Learning to Follow Instructions via Chain-of-Imagination for Simulated-World Control. IROS 2025 29
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m How to increase the success rate? 2> Reduce the rate of failure...

m Reactive (ZM3T,) + Proactive (EZ)z{) failure detections

9 Task: Move the with the to the , and be careful not to let the drop out.

R | 1
t; :

~
- -
-------------
————————
~~~~~~~~~
-
~, S

Jjump out

5 5 A

I
I
I
I
I
I
I
I
I
I
I
Lobster |
|
I
|
I
I
I
I
(

(a) Reactive Failure Detection (b) Proactive Failure Detection

3D perception capability + Real-time efficiency VLM X
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9 Task Instruction ( Lgioba ): Next Subgoal (Lext)

Move the pan with the Stepl Move the pan above the stove.
to the , and be careful @
not to let the fallout. . Textual Constraints (C)
Previ Sub | (Tpre): Constraint |_, During execution: C

revious Subgoal (/pre): Generator 9 : Ca

Grasp the pan handle.

Failure Feedback (fpre ):
No Failure Detected.

2. The bread must remain in the pan.
3. The pan should remain horizontal.
Upon completion: C,,

Multi-view RGB-D Observations (D)

4. The panis directly above the stove.

Step3

N

— | Constraint
Monitor

Code-as-Monitor (CVPR 2025): Constraint-aware Visual Programming

Monitor Code

def constraint_monitor(end_effector, element_position, is_finished):
, point_green, surface_red, point_blue = element_position
if not is_finished:
vl, v2 = surface_red[-1][1] - surface_red[-1][@], surface_red[-1][2] - surface_red[-1][0@]
normal_vector = np.cross(vl, v2)
normal_vector = normal_vector / np.linalg.norm(normal_vector)

—
—— angle = np.degrees(np.arccos(np.dot(normal_vector, np.array([@, ©, 1]))))
s if angle > tol_angle:
return False, f"The pan surface is not horizontal, as the angle between the pan
surface and the horizontal plane is {angle} degrees."
return True, ‘No Failure Detected."
} 1 | computing 1} | computing } 1 | computing
Step1l: Constraint
s -
Q Generation
Tracklng Tracklng Tracklng
Step3: Code
— Generation &
Monitor

Off-the-shelf VLM

) (GPT-40)
A A Off-the-shelf Track:
-the-shelf Tracker
Sy &8 on lol l. 00 (Co-Tracker)

Failure Feedback ( fore)

Detect failure! The surface is not horizontal, as the angle between the pan surface
and the horizontal plane is 25 degrees. Please use this feedback to re-plan.

Multi-view RGB Observations with all constraint elements (O¢)



m The first framework to
integrate both reactive
and proactive failure
detection

m  Simplify real-time failure
detection with high

Demol Demo2 precision
Clear all objects on table D el the animais . m  Achieves SOTA performa
according to their distances to fruits,

except for animals i i
p From Naaredtto:fa iRt nce in both simulated and

real-world environments
(2X Speed) (1X Speed)
f m  Exhibits strong
generalizability on
unseen scenarios, tasks,

and objects

Code-as-Monitor: Constraint-aware Visual Programming for Reactive and Proactive Robotic Failure Detection, CVPR 2025 28
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Grasp the apple located
side of the leftmost cup.

Spatially Constrained Instruction

Pick the farthest sushi on the yellow
plate in the second-left column.

: Locate farthest
sushi in the second column. _

Reasoning Process

on the in this column.

9 Spatially Constrained Instruction

Place it the plate nearest
to me and the soy sauce dish.

aligned with the original apple row.

: Locate plate
nearest to the observer.

: Loate the
soy sauce dish.

Reasoning Process

: Identify the

|
[
[
[
[
[
[
[
[
[
[
|
[
[
|
/ : 9 Carry the apple to the nearest table,
|
[
[
|
[
[
[
[
[
[
[
|
[
these two objects. I

\

Multi-Step Spatial Referring with Reasoning Real-world Manipulation and Navigation

Zhou E, et al. RoboRefer: Towards Spatial Referring with Reasoning in Vision-Language Models for Robotics. (in Submission)
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A RAIER A HE DR

m 2D Web Images (Openlmages)

m 3D Embodied Videos (CA-1M)

3D Embodied Video

m  Simulation Data by Infinigen with
generative assets

Zhou E, et al. RoboRefer: Towards Spatial Referring with Reasoning in Vision-Language Models for Robotics. (in Submission)30
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=

——=o 2D Web image Pipeline

[ Detection & Seg

Foundation Model as Tools

® O
.
= Y
5 ® o ea
¢ @
- »
-
e _® & O
®
g
)
- ®

3D Scene Graph

Object Location

RE BT
|

Q: You are observing a port terminal scene where you notice a cargo ship at left and orange
and brown shipping containers on the right. Which reaches a higher point vertically?

A: The cargo ship at left is higher than orange and brown shipping containers on the right,
although the latter may seem higher in the image due to perspective.

Data Type & Example Data Entry

N

Top-down Occ. Map

- Filtered Video Frame

eeeee

‘ Reasoning QA [ Object Location

y

BN

Object Placement
Q: Please point out the free space on the floor between the chair with
a painting above it and the leftmost chair under the table.

A: ® [(0.359,0.778)] )
Data Type & Example Data Entry

—@ Simulation Data Pipeline ®

Rendered Image

s
. | Object Location With Reasoning

Object Placement ) ]

With Reasoning |
S

-

Object Location ] [ Object Placement J [

L

Q:Please point out the second leftmost front-facing alarm clock.
Reasoning: Step1: [Position][the leftmost alarm clock] Point (6.129, 0.617).
Step2: [Position][the second leftmost alarm clock] Point (6.510, @.255).

(A: @ [(0.510,0.255)]
Data Type & Example Data Entry

31
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RoboRefer: Accurate Spatial referring by VLMs that enables multi-step dynamic reasoning

Stepl Step2

——e Stage1—SFT e ~ ——= Stage2—RFT e ~
Task Instruction Answer Input RGB(D) Task Instruction
Place the object between the - = 1h ilable ol :
and , lined up with the e avata e aceman Place the object
sl betweenthe
and the
I I ™ , lined up
Vision 5B —- with 2
Encoder LLM i
»
VLM
v /Y '/9
~ Depth Dep | g Frozen during ¥
Encoder 1% Depth Alignment _ Answer _
/ Trainable during <think>Step1..Step2..Step3..Step4. .</think>]
Input RGB(D) YV Both Full Steps Sanswers </answer>
\ J \= Y,
— = -
——=o Reasoning Process e B \
Step1: [Position] [pen bolder] Step3: [Position] [cup] Steps:
point (0.139, 0.528) point (0.239, 0.483) i 4
Step2: [Position] [keyboard] Step4: [Orientation] [ 1 ~
point(6.139, ©.528 Vector ( )

Step4d Output

@ THE QR CODE
§= o GENERATOR

Zhou E, et al. RoboRefer:
Towards Spatial
Referring with Reasoning
in Vision-Language
Models for Robotics. (in

Submission)
32
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MREEBENSENDSRANINE, KEZaEma
Grab the closest hamburger to the mug nearest ra and put it in front of Teddy bear

BoaF LHNE, HEIFEEESHSE
Move the hamburger on the box to where nghllght llghtens

Dem03 GV Umanold
M@blle Manipulation
PICk the a pple intfronte qﬁb@ Sidelofithe

Fit 5{ anﬁ%ﬁi
autonom;

FRRATAEEA (TG1) EaRFESTIRER, R T1E E'TW%% (UR5) (ERRRBRI Y Moo EIE, BT E/Tffﬂ/ﬁt% (URS) T EE S A I B A ARG,

BHERAImE., RBIAR. IERAIRES. ’Eﬁ:i : %EWWJ LARASEFIRNATE. RARAR. I8 FTEEMM ARG SR EIRRAIRED.
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| Limitations still met for embodied models?

m  Semantic and spatial perception?

Input modality

Model

\ 2D Image

Point Cloud

Semini

- N

™ A A .

System architecture

y-

' From scratch

Action
I

Policy
MLP / RNN / Transformer

1 1

Vision Language
Encoder Encoder

Instruction:

Put the
oo plastic bottle
into the bowl.

[RoboFlamingo, Li et al., 2024]

7 Lm Planning

Action

f

Policy

MLP / RNN / Transformer

Vision
Encoder

Language

<«
Encoder

Prompt: 1. Grasp the bottle

R

Instruction: Put
the plastic bottle
into the bowl.

( Co-Finetune

Caption: This is

a very cute dog. Answer: An elephant.

) )
aaes eee
Visual Language Model
Vision Vision Language
Encoder Encoder Encoder
e Lm., ; Question:
t@,’ What is in
| PO this image?
. Image caption Visual Q&A

Manipulation

Action

Action
~ Tokens

Language
Encoder

Instruction: Put

the plastic bottle

into the bowl.
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Limitations still met for embodied models?

m  Semantic and spatial perception?

A B

User Query

cBEE

Documents

Indexing

I Retrieval

|

’@%ﬁ

Prompt Frozen LLM

[ Output ]

RAG

General
model

SFT using
@p‘. external
Aol knowledge
(e-g.,
RH20T-P)

Embodied
Planner

Fine-tuning

Reliable long-horizon planning?

@»  RAG, ICL, FT, ...
-

-
-

external knowledge
(e.g., RH20T-P)

planner
(e.g., LLaVA)

/Given a goal (task description) in language and
multi-frame RBG images depicting the scene and
objects, you need to predict what action should
be performed next. Your reply should be one of
the primitive skills, as follows:
¢ move to the {pos}

e pick / place the {object}

\For example, ...

\

Model Input

NS

Q: You should accomplish the task “pick the
wooden block”. Please observe the
environment and tell me what you need to
watch out for to accomplish this?

A: There is a picture frame in front of the
wooden block, the robot arm has to go around
the frame before it can get the wooden block.

Q: What is the next action that needs to be
performed?

Model Output

In-context Learning

W

A: Move the robot arm to the right.

Chain-of-Thought

30



Limitations still met for embodied models?

m  Semantic and spatial perception?
m Reliable long-horizon planning?

m  Universally drive multiple specialized controllers for diverse skills?

Specialized Controller Diverse Primitive Skills

eeeeeeeeeeeeee

open/close the gripper

eeeee

3 S
ick/place
‘P ~-~&ﬁ HH&] pick/p
How to make the LLM aBox6a0x3 o, caml cam4 Jjoints Z  position ambeddings fxed How to make the controller
drive the controller? [ACT, Zhao et al., 2023] execute primitive skills?
RT-1
3Hz
FiLM ]
EfficientNet TokenLearner Transformer

-,

[RT-1, Brohan et al., 2023]

push/pull rotate
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Thank You'

B, Itmin=mXKFE

Homepage : https://lucassheng.github.io/

Email : Isheng@buaa.edu.cn
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