


|  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Common Criteria | Requirements | Functional Specification | HLD | LLD | Implementation |
| EAL 1 | Informal | Informal | Informal | Informal | Informal |
| EAL 2 | Informal | Informal | Informal | Informal | Informal |
| EAL 3 | Informal | Informal | Informal | Informal | Informal |
| EAL 4 | Informal | Informal | Informal | Informal | Informal |
| EAL 5 | Formal | Semiformal | Semiformal | Informal | Informal |
| EAL 6 | Formal | Semiformal | Semiformal | Semiformal | Informal |
| EAL 7 | Formal | Formal | Formal | Semiformal | Informal |
| Verified | Formal | Formal | Formal | Formal | Formal |



|  |
| :---: |
| ```dec NatInduction : \forall(P : [Nat -> Prop]) [@(P, OO) -> \forall(m : Nat) [@(P, m) -> @ (P, @ (SS, m))] -> \forall(n : Nat) @(P, n)];``` |



%-- CVMK Source Programs --%
%-- CVMK Source Programs --%
%-- CVMK Source Programs --%
dec CVMKProgram : Prop;
dec CVMKProgram : Prop;
dec CVMKProgram : Prop;
%-- C Source Programs --%
%-- C Source Programs --%
%-- C Source Programs --%
dec CProgram : Prop;
dec CProgram : Prop;
dec CProgram : Prop;
%-- CVMM Semantics --%
%-- CVMM Semantics --%
%-- CVMM Semantics --%
dec CVMKState : Prop;
dec CVMKState : Prop;
dec CVMKState : Prop;
dec CVMKProgSEM : [CVMKProgram -> CVMKState -> CVMMState];
dec CVMKProgSEM : [CVMKProgram -> CVMKState -> CVMMState];
dec CVMKProgSEM : [CVMKProgram -> CVMKState -> CVMMState];
%-- C Semantics --%
%-- C Semantics --%
%-- C Semantics --%
dec CState : Prop;
dec CState : Prop;
dec CState : Prop;
dec CProgSEM : [CProgram -> CState -> CState];
dec CProgSEM : [CProgram -> CState -> CState];
dec CProgSEM : [CProgram -> CState -> CState];

## 觛闻 <br> Irustre－

,

```
    dec CVMKStEquiv : [CVMKState -> CState -> Prop];
dec CVMK2CTran : [CVMKProgram -> CProgram];
def CVMKSemEquiv =
    \lambda(p1 : CVMKProgram, p2 : CProgram)
        let c1 = @(CVMKProgSEM, p1),
            c2 = @(CProgSEM, p2) in
            \forall(z1 : CVMKState, z2 : CState)
                [@(CVMKStEquiv, z1, z2) ->
                @(CVMKStEquiv, @(c1, z1), @(c2, z2))];
```


## \％－－CVMK to TM Compilers－－\％

dec CVMKCompiler ：［CVMKProgram－＞TMInstrList］；

## dec CVMKTMStEquiv ：［CVMKState－＞TMState－＞Prop］；

def CVMKCompEqCond $=$
$\lambda$（ p ：CVMKProgram，$q$ ：TMInstrList）
let $c 1=@($ CVMKProgSEM，$p)$ ，
$\begin{aligned} c 2 & =@(\text { TMLoad，} q) \text { in } \\ \forall(z 1 & : ~ C V M K S t\end{aligned}$
$\forall(z 1$ ：CVMKState，$z 2$ ：TMState）
［＠（CVMKTMStEquiv，z1，z2）$\rightarrow$＠（CVMKTMStEquiv，＠（c1，z1），＠（c2，z2））］；
def cvMKCompEquiv $=$
$\lambda(p: C V M K P r o g r a m) @(C V M K C o m p E q C o n d, p, @(C V M K C o m p i l e r, p)) ;$
dec CVMKCompEqThm ：
$\forall$（ p ：CVMKProgram）
$\exists(\mathrm{q}:$ TMInstrList）＠（CVMKCompEqCond，p，q）；
dec TMLoad ：［TMInstrList－＞TMState－＞TMState］；
dec CVMKCompEqThm2 ：

$\forall(\mathrm{p}:$ CVMKProgram）＠（CVMKCompEqCond，p，＠（f，p））；
dec X86Load : [X86InstrList $->$ X86State $->$ X86State];

## dec CTMStEquiv ：［CState－＞TMState－＞Prop］；

def CTMCompEqCond $=$
$\lambda$（ $p$ ：CProgram，$q$ ：TMInstrList）
let $c 1=@($ CProgSEM，$p)$ ，
$\begin{aligned} c 2 & =@(\text { TMLoad，} q) \text { in } \\ \forall(z 1 & \text { ：CState，} z 2 \text { ：TMState）}\end{aligned}$
［＠（CTMStEquiv， $\mathrm{z} 1, \mathrm{z} 2) \rightarrow @(C T M S t E q u i v, @(c 1, z 1), @(c 2, z 2))]$ ；
def CTMCompEquiv $=\lambda(p: C P r o g r a m) @(C T M C o m p E q C o n d, p, @(C 2 T M C o m p i l e r, p)) ;$
dec CTMCompEqThm ：
$\forall(\mathrm{p}:$ CProgram $) \exists(\mathrm{q}:$ TMInstrList）＠（CTMCompEqCond， $\mathrm{p}, \mathrm{q})$ ；
dec CTMCompEqThm2
$\exists(f$ ：［CProgram $\rightarrow$ TMInstrList］）
$\forall(p: C P r o g r a m) @(C T M C o m p E q C o n d, p, @(f, p)) ;$

```
dec CX86StEquiv : [CState -> X86State -> Prop];
def CCompEqCond =
    \lambda(p : CProgram, q : X86InstrList)
        let c1 =@(CProgSEM, p), c2 = @(X86Load, q) in
            \forall(z1 : CState, z2 : X86State)
                [@(CX86StEquiv, z1, z2) ->
                @(CX86StEquiv, @(c1, z1), @(c2, z2))];
def CCompEquiv =
    \lambda(p : CProgram) @(CCompEqCond, p,@(CCompiler, p));
dec CCompEqThm :
    *(p : CProgram)
    \exists(q : X86InstrList) @(CCompEqCond, p, q);
```


## 唃实 <br> wisirid <br> Semantic Equivalence of TM and X86

```
dec TM2X86Tran : [TMInstrList -> X86InstrList];
dec TMX86StEquiv : [TMState -> X86State -> Prop];
def TMX86EqCond =
    \lambda(q : TMInstrList, r : X86InstrList)
    let c1 = @(TMSem, q),
        c2 = @(X86Sem, r) in
        \forall(z1 : TMState, z2 : X86State)
            [@(TMX86StEquiv, z1, z2) ->
            @(TMX86StEquiv, @(c1, z1), @(c2, z2))];
dec TM2X86Tran ：［TMInstrList－＞X86InstrList］；
dec TMX86StEquiv ：［TMState－＞X86State－＞Prop］；
def TMX86EqCond \(=\)
\(\lambda(q:\) TMInstrList，\(r\) ：X86InstrList）
let \(\mathrm{c} 1=\)＠（TMSem，q），
\(\mathrm{c} 2=\)＠（X86Sem，r）in
\(\forall(z 1\) ：TMState，z2 ：X86State）
@(TMX86StEquiv, @(c1, z1), @(c2, z2))];
```

－

## 孤实盛 Semantic Equivalence of CVMK and

 unsid 1 X86 Through TM```
def CVMKPrX86EqCond1 =
    \lambda(p : CVMKProgram,
        q : TMInstrList,
        r : X86InstrList)
    @ (And,
        @ (CVMKCompEqCond, p, q),
        @(TMX86EqCond, q, r));
    dec CVMKPrX86EqThm1 :
    \forall(p : CVMKProgram)
        \exists(q : TMInstrList, r : X86InstrList)
            @ (CVMKPrX86EqCond1, p, q, r);
```


共享与协同生产环境

Funct i onal Speci fications


## 

＊A partitioned system should provide fault containment equivalent to an idealized system in which each partition is allocated an independent processor and associated peripherals and all inter－ partition communications are carried on dedicated lines．
－Partition：
－Spatial（processor，memory，resources）
－Temporal（processor cycles）
－The propagation of fault effects is prevented
－Communication lines are independent



Partitions could have their own＇copies＇of OS services

| Partition A | Partition B |
| :---: | :---: |
| Operating System |  |
| Hardware |  |

（a）

（b）

Alternative Operating System／Partitioning Designs

## 

For a given VMK state
$z$ ，for any vmcb1 of
type VMCB，if vmcb1 is well－defined in z ，for any address 1 ，if 1 is well－defined in z and vmcb1，for any vmcb2 of type VMCB，if vmcb2 is well－defined in z and l is well－
defined in z and vmcb2， then vmcb1 and vmcb2 def SepKernelCond $=$
$\lambda(z: V M K S t a t e)$ $\lambda(z: V M K S t a t e)$
$\forall(v m c b 1: ~ V M C B)$ ［＠（VMCB＿In＿VMKState，vmcb1，z）－＞ $\forall(1$ ：VMKAddress） ［＠（Addr＿In＿VMCB，1，$z$, vmcb1）－＞ $\forall$（vmcb2 ：VMCB） ［＠（VMCB＿In＿VMKState，vmcb2，z）－＞ ＠（Addr＿In＿VMCB，1，$z$, vmcb2）－＞ ＠（Equal，VMCB，vmcb1，vmcb2）］］］； are equal．

## Separation Kernel Theorem

For any VMK state z and vmcb1 of type VMCB，if vmcb1 is well－defined in z ，for any address 1 ，if 1 is well－defined in $z$ and vmcb1，for any vmcb2 of type VMCB，if vmcb2 is well－defined in z and 1 is well－defined in z and vmcb2， then vmcb1 and vmcb2 are equal．

```
dec SepKernelThm :
    \forall(z : VMKState) @(SepKernelCond, z);
```


## 觛实 The Proof of Separation Kernel

 rustre $x$ Theorem```
def SepKernelLem
    def
```



let vmindex $1=$ (GetVMCBMemoIndex, vmcb1),
vmindex $2=@($ GetVMCBMemoIndex, vmcb 2$)$ in
let addr_1dx $=$ e(GEI_MMADDR_IDX, 1),
let vmcb_idx $1=@($ GetVMCBMemoIndex, vmcb1),
vmcb_idx $2=@($ GetVMCBMemoIndex, vmcb2) in
let $\mathrm{P} 11=@($ Equal, VMKMemoIndex, addr_idx, vmcb_idx1),
P12 $=$ let $\mathrm{nz}=$ @ (SET_VMKST_IDX, $z_{\text {, }}$ addr_idx) in
let $v=@($ GET, $n z$, addr_1oc) in
@(Not, @(Equal, KSval, v, ERR_KSVAL))
P21 = @(Equal, vMKMemoIndex, addr_idx, vmcb_idx2),
P22 = let nz = @(SET_VMKSI_IDX, z, addr_idx) in
let $\mathrm{v}=$ @ (GET, nz, addr_loc) in
©(Not, @(Equal, KSval, V, ERR_KSVAL)) in
let p11 = @(PJ1, P11, P12, q), p21 = @(PJ1, P21, P22, q2) in
let $w=@(S y m m$ Eq, VMKMemoIndex, addr_idx, vmcb_idx1, p11) in
@(Tran_Eq, VMKMemoIndex, vmcb_idx1, addr_idx, vmcb_idx2, w, p21);

## 觛实 <br> The Proof of Separation Kernel

ruste－wh Theorem（Cont

```
def SepKernelThm =
    \lambda(z : VMKState, vmcb1 : VMCB, p : @(VMCB_In_VMKState, vmcb1, z))
    \lambda(1 : vMKAddress, q : @(Addr_In_VMCB, l, z, vmcb1))
    \lambda(vmcb2 : VMCB)
    \lambda(q1 : @(VMCB_In_VMKState, vmcb2, z),
    q2 : @(Addr_In_VMCB, 1, z, vmcb2))
    let }P=@(Equal, VMCB, vmcb1, vmcb2) in
        let w = @(ExclMidRule, P) in
            @ (WHEN,
            P,
            @(Not, P),
            P,
            w(u : P) u,
            \lambda(u : @(Not, P))
            let v1 = @(UniqVMCBIdxThm1, z, vmcb1, vmcb2, p, q1, u),
                    v1 =
                    @(SepKernelLem, z, vmcb1, p, 1, q, vmcb2, q1, q2) in
                    (v1, v2, P))
```


## 可信的国家软件资源

共享与协同生产不境

High－Level Design

＊System programs－especially those involving both interrupts and concurrency－are extremely hard to reason about．
＊Mixture of high－level and low－level programming techniques in OS development．
＊Most difficult part：modeling of interrupt handling
＊Existing program verification techniques can probably handle those high－level concurrent programs，but they have consistently ignored the issues of interrupts thus cannot be used to certify concurrent code in the OS kernel code．Having both explicit interrupts and threads creates the new challenges．
＊At the＂higher＂abstraction level，we have threads that follow the standard concurrent programming model： interrupts are invisible，but the execution of a thread can be preempted by other threads；synchronization operations are treated as primitives．
＊Below this layer，we have more subtle＂lower－level＂ code involving both interrupts and concurrency．The implementation of many synchronization primitives and input／output operations requires explicit manipulation of interrupts．

## 唃实 <br> unsia

## TM－1

－Instructions for Computing and Control
＊TM－2
－Instructions for VMK Manager，VMCBs and TTSCBs
－Instructions for Virtual Interruption Management
－Instructions for Scheduling
－Instructions for Location List

```
dec SAVE_CONTEXT : [TMState -> TMState];
def SAVE_CONTEXT =
    \lambda(z : TMState)
        let im =@(GET_TMST_IMEM, z),
        dm =@(GET_TMST_DMEM, z),
        rg =@(GET_TMST_TMREG, z),
        st =@(GET_TMST_TMSREG, z),
        io =@(GET_TMST_TMVECT, z),
        mn =@(GET_TMST_VMMMAN, z) in
        let old_vm_loc =@(GET_VMKMAN_RUNVM, mn) in
            let old_vm = @(VMCB_GET, z, old_vm_loc) in
            let vm_stack = @(GetVMCBIntContxt, old_vm),
                nvm_stack = @(PUSH, TMReg, rg, vm_stack) in
                let new_vm = @(SetVMCBIntContxt, old_vm, nvm_stack) in
                @(VMCB_SET, z, old_vm_loc, new_vm);
    def SV_CONT_SEM =
    \lambda(z : TMState, r : Nat, s : Nat, t : Nat)
    @(SAVE_CONTEXT, z);
```




## Questions?

Thank You!

